
Statistics Concepts & Vocab

Updated September 2020



Introduction to Statistics



Data can be qualitative or quantitative.

● Qualitative data is descriptive information (it describes something)
● Quantitative data is numerical information (numbers)

a. Quantitative data can be discrete or continuous. Discrete data 
is counted, continuous data is measured.

Example: What do we know about this cat?

 

Types of Data

Qualitative:

● He is grey and white

Quantitative:

● Discrete:
● He has 4 legs
● He has 2 eyes

● Continuous:
● He weighs 2.2 lb
● He is 8 inches tall



Data can be classified into four levels of 
measurement:

● Nominal - Qualitative data in categories, not ordered
● Ordinal - Qualitative data that can be ordered and 

ranked
● Interval - Has a definite ordering, and differences 

can be measured, but no true zero value
● Ratio - Similar to interval, differences can be 

measures, and can have a zero valueLevels of Measurement

Nominal

Eye color

Gender

Blood type

Ordinal

Place in a race 
(1st, 2nd, etc)

Socioeconomic 
status (low 
income, middle 
income)

Ratio

Weight

Pulse

Flow rate

Interval

Temperature in 
Celsius

Credit score



A population includes all of the elements from a set of data. A sample 

consists one or more observations drawn from the population. There are four 

main types of sampling:

● Simple random sampling - All individuals are equally likely to be 

chosen for the sample

● Stratified sampling - The population is divided into groups, then a 

simple random sample is chosen from each group

● Cluster sampling - The population is divided into groups, and a 

number of clusters are chosen at random. All individuals in those 

clusters are chosen for the sample

● Systematic sampling - A list is created of every member of the 

population. From the list, we randomly select every nth element from 

the list

Sampling



Descriptive Statistics:
Representing data numerically



Measures of center use data points to approximate and understand a 
“middle value” or “average” of a given data set. The three most commonly 
used measures of center are the mean, median, and mode.

The mean is also known as the average. To find the mean, we add all values, and 

divide by the number of values. 

To find the median, place the numbers in value order and find the middle.

The mode is the number that occurs the most often.

Example data set: 3, 3, 4, 5, 6, 7, 8

Mean: 

 

Median: 3, 3, 4, 5, 6, 7, 8

Mode: 3

Measures of center

= =



Measures of spread

Measures of spread of are used to describe the variability of a data set. 
The most commonly used measures of spread are the range, quartiles, 
variance, and standard deviation.

The range is the difference between the highest and the lowest values in a data set.

Quartiles divide the data into four equal groups. The first quartile (Q1) is the 

median of the lower half of the dataset. The third quartile (Q3) is the median of the 

upper half of the data set. The median is also known as the second quartile: it 

perfectly splits the data in half.

The interquartile range (IQR) is the difference between Q3 and Q1.

Example data set: 3, 3, 4, 5, 6, 7, 8

Range: 8 - 3 = 5

Q1: 3, 3, 4, 5, 6, 7, 8 (Remember, the median is 5, and Q1 is the median of the lower half. The 

lower half here is 3, 3, 4)

Q3: 3, 3, 4, 5, 6, 7, 8 (Remember, the median is 5, and Q3 is the median of the upper half. The 

upper half here is 6, 7, 8)

Interquartile range = Q3 - Q1 = 7 - 3 = 4



Measures of spread

The variance is the average of the squared differences from the mean. The steps to find the 

variance are as follows:

● Find the mean

● For each number, subtract the mean and square the result

● Find the average of the squared differences

The standard deviation is the square root of the variance

Example data set: 3, 3, 4, 5 

Mean = 

Variance = 

Standard deviation = 



Finding outliers

An outlier is a data point that is an abnormal distance from other points. In other 

words, it is data that lies outside the other values in the set. 

An outlier is any data point that is over 1.5 IQRs below the first quartile (Q1) or 

above the third quartile (Q3). 

Example data set: 3, 10, 14, 19, 22, 29, 32, 36, 49, 70. Are there any outliers?

An outlier would be any number lower than Q1 - 1.5*IQR or higher than Q3 + 1.5*IQR.

Any number in our dataset that is below -19 or above 69 is an outlier. 

Therefore, 70 is an outlier. 



Descriptive Statistics:
Representing data graphically



Stem and Leaf plot
A stem and leaf plot is a table. The “stem” on the left displays the first digit, and the “leaf” 
on the right displays the last digit. The following stem and leaf plot displays the following 
data: 18, 18, 21, 23, 26, 26, 27, 27, 29, 31, 37, 41, 44, 45, 47, 50, 53

Dotplot
A dotplot is a graphical display of data using a dot for each data point. The following dotplot 
displays the following data: 82, 82, 83, 83, 83, 84, 84, 84, 84, 84, 85, 85, 85, 85, 86

Plots



Histogram
A histogram is a graphical display of data using bars of different heights. The height of each 
bar shows how many fall into each range. The following histogram displays the data from the 
following dataset: 

Plots

Box and Whisker Plot
A box and whisker plot is graphical display that shows quartiles 1, 2, and 3 in a box, 
with lines extending to the maximum and minimum value. 



Skew

Data can be skewed, meaning it tends to have a long tail on one side or the other.
Skewed data is not equally distributed on both sides of the distribution, like normal 
data is.

The normal curve

 

A right-skewed distribution has a long 
right tail. Right-skewed distributions 
are also called positive-skew 
distributions. 

A left-skewed distribution has a long 
left tail. Left-skewed distributions are 
also called negatively-skewed 
distributions. 



Relationships between Variables



An explanatory variable (X) is a variable whose values are used to explain or predict 

corresponding values for the response variable (Y).

Scatterplot is a great way to visualize the relationship of two variables.

Positive relationship – when X increases, Y increases

Negative relationship – when X increases, Y decreases

 

Scatterplots



Correlation coefficient (r) – a measure of the strength and direction of a linear 

relationship.

Properties:

- Possible r values are between -1 and 1, inclusive

- r > 0 – positive relationship

- r < 0 – negative relationship

- r = 0 – no relationship

- The closer | r | is to 1, the more linear the relationship is.

- r has no units

Coefficient of determination (r2) – measure of how well the regression line fits 

the data; more specifically, the proportion of variation in the response variable 

that is explained by the explanatory variable in the model.

- Possible r2 values are between 0 and 1, inclusive. 

- The higher the r2, the better the regression line is in representing the 

data.

 

Correlation 
Coefficient



The line of best fit – a line through a scatter plot of data points that best expresses the 

relationship between those points

Review: the equation of a line is y = a + bx, where a is the intercept and b is the slope

Intercept and slope for the line of best fit:

- r is the correlation coefficient

- Sy is the standard deviation of the Y variable

- Sx is the standard deviation of the X variable 

-     Is the mean of the Y variable

-     Is the mean of the X variable

 

 

Linear 
regression 
model

X X X

Y Y Y

Finding the line of best fit



Interpreting a regression model

 

Linear 
regression 
model (cont.)

How to interpret regression coefficients:

- Slope – how much variable Y increases with 1 unit increase in X

- Intercept – the value of Y when X is 0. Sometimes, the y-intercept of the line 

does not have a logical interpretation in context.

Example:

We want to examine the relationship between students’ study time (hours - h) and 

test score (s). After performing linear regression, we find the following relationship:

Here, we see that the slope is 10 and the intercept is 40. Therefore, we can say that:

- For every 1 extra hour of study time, a student’s test score, on average, 

increases by 10 points.

- If students does not study (study time = 0 hours), then they, on average, will 

receive 40 points on their test.

- There is a positive relationship between students’ study time and test score.

 



Residuals (e) – the difference between the observed Y value (from data points) and 

the predicted Y value (based on the linear model). 

A scatterplot of the residual against the explanatory (X) variable is useful to determine 

whether the model is a good fit for the data. This is called a residual plot.

- A residual plot with a random pattern – the variables have a linear relationship; 

the linear model is a good fit.

- A residual plot with a non-random pattern (e.g. parabolic / linear shape) – the 

variable have a non-linear relationship; the linear model is not a good fit. 

 

Residuals

Residual Residual Residual

X X X
Residual plot with 
random pattern

Residual plot with 
non-random pattern



Vocabulary:

- Outlier – a point that does not follow the general trend shown in the rest 

of the data and has a large residual 

- High leverage point – A point with a substantially larger or smaller x-value 

than the other observations have

- Influential point – a point that, if removed, changes the relationship 

substantially. Outliers and high leverage points are often influential.

Transformations – when Y and X have a non-linear relationship, transformations 

of y or x variables (or both) are often useful to make the relationship more linear.

Common transformations: natural logarithm, powers

 

Departure from 
Linearity

Choosing a transformation

For power transformations, the graph on 

the left shows the appropriate 

transformation for different non-linear 

graph shapes.



Random Variables



Random variable – a variable whose value is a numerical outcome 

of a random phenomenon

Discrete random variable – a random variable with a countable 

number of possible values

Its probability distribution is represented by a probability 

histogram

Example:

- Number of students attending a class

- Students’ grade level (A, B, C, etc)

- Number of cars in a parking lot

Continuous random variable – a random variable that takes all 

values in a given interval of numbers

Its probability distribution is represented by a density curve

Example:

- Height / weight of students in a class

- Distance between students’ house and the school

Discrete vs 
Continuous



If we know the probability p  of every value x, we can calculate the expected value (mean) of X.

μ = Σxp

Consider this probability distribution of a weighted die:

The expected value can be calculated as follows:

 

Expected Value



We can also find the variance from a probability distribution. The formula is:

Var(X) = Σx2p − μ2

Consider the same probability distribution:

To find the variance:

● Square each value and multiply by its probability

● Sum them up

● Then subtract the square of the expected value, μ2

The standard deviation is the square root of the variance.

Variance



Normal Distribution



Review on distribution curves:

- Total area under the curve is 1

- Height of the curve at a given x value is the proportion of data with the given x value

Properties of a normal curve:

- Symmetrical

- The mean, median and mode are all equal: the center of the curve / distribution (due 

to symmetry)

- Shape is determined by the standard deviation of the distribution

Standard Normal Distribution – A special case of normal distribution where the mean is 0 

and the standard deviation is 1.

Normal 
distribution

Normal Distribution
Standard Normal 

Distribution

X



Empirical Rule
By the Empirical Rule, almost all data lies within 3 standard deviations of the mean 

for a normal distribution.

- ~68% of data lies falls within 1 standard deviation from the mean

- ~95% of data lies falls within 2 standard deviation from the mean

- ~99.7% of data lies within 3 standard deviation from the mean
Area under 
Normal Curve



Z-score – the number of standard deviation a point is from the mean

How to find probabilities under normal distribution?

1. Convert x value into Z-score

2. Use formulas below to solve

a. Proportion of x values less than a:

b. Proportion of x values more than a:

c. Proportion of x values between a and b:

Note:      

-   represents the z-score of a

-     

-     values can be found in the standard normal / Z-score table (found in next slide) 

-    

Probabilities 
under normal 
distribution



Probabilities 
under normal 
distribution 
(cont.)

Sample Questions
Find the probability of x being less than a certain x value

An exam score is normally distributed with a mean of 67 out of 100 and a standard 

deviation of 9. The passing grade is 50. What is the proportion of students who did not 

pass?

Goal: find the proportion of students with a score of less than 50

1. Convert into z score

2. Apply the probability formula

3. Use the standard normal table to find the probability

Answer: 2.94% of students did not pass the exam.



Probabilities 
under normal 
distribution 
(cont.)

Sample Questions
Find data value given probability:

An exam score is normally distributed with a mean of 67 out of 100 and a standard 

deviation of 9. From the data, 30% of students did better than Josh. What score did 

Josh get?

1. Find z-score given probability

a. Apply the probability formula

b. Use the standard normal table to find Josh’s z-score

2. Transform z-score into a data value (x-value)

a. Use the z-score formula to solve for Josh’s test score (J)

Answer: Josh got 73.82 on the exam.



Standard 
Normal / 
Z-score Table



Central Limit Theorem – the sampling distribution of the sample means 

approaches a normal distribution as the sample size gets larger — no matter what 

the shape of the population distribution.

- If a sample is large enough (n > 30), then it can be approximated as 

normally distributed.

- As such, the probability formula for normal distribution and the standard 

normal table can be used to calculate the probability for that sample.

If the population has mean     and standard deviation    , then the sample mean is 

And the sample standard deviation is 

Use the sample mean and sample standard deviation for the probability and 

z-score calculations.

Central Limit 
Theorem



Statistical Inference:
Confidence Intervals



A confidence interval is a range of values we are fairly sure our true value lies in.

The following formula can be used to find the confidence interval for the mean X̄:

Where X̄ is the sample mean, z is the z-value from the table,

s is the standard deviation, and n is the number of observations.

is known as the standard error. 

How to interpret a confidence interval:

A researcher wanted to estimate the mean age of students at her university, so she took a 

random sample of 30 students. Their mean age was X̄ = 31.8 and the standard deviation was 4.3 

years. A 95% confidence interval based on this data is (30.2, 33.4)

This means that we are 95% confident that the true mean age is between 30.2 and 33.4 

years old.

Confidence 
interval for a 
mean



Confidence 
interval for a 
proportion

We can also create confidence intervals to estimate a proportion. The following formula can 

be used:

Where p̂ is the sample proportion, z is the z-value from the

table, and n is the number of observations.

      is known as the standard error.



Confidence 
interval for the 
difference 
between two 
means

We can also use confidence intervals to estimate the difference between two means. The 

following formula is used:

Where X̄1 and X̄2 are the sample means, t is the critical value from the t table, s1 and s2 are 

the sample standard deviations, and n1 and n2 are the sample sizes. 

There is a different formula that is used when the population standard deviations are unknown, but 

assumed to be equal. Sp is the pooled estimate of the standard deviation. 

    where 



Confidence 
interval for the 
difference 
between two 
proportions

We can also use confidence intervals to estimate the difference between two proportions. 

The following formula is used:

Where p̂1 and p̂2 are the sample proportions, z is the critical value from the z table, and n1 

and n2 are the sample sizes. 



Statistical Inference:
Hypothesis tests



Hypothesis testing steps:
1. State the null and alternative hypothesis
2. Find the value of the test statistic
3. Find the p-value
4. Interpret the results and conclude whether to 

reject the null hypothesis
a. If the p-value is less than alpha, we reject 

the null hypothesis
b. If the p-value is greater than alpha, we fail 

to reject the null hypothesis

Hypothesis test



A principal at a certain school claims that the students in his school are above average 

intelligence. A random sample of thirty students IQ scores have a mean score of 112. Is there 

sufficient evidence to support the principal’s claim at? The mean population IQ is 100 with a 

standard deviation of 15. Use ⍺ = 0.05. The hypotheses can be written as follows:

H0: μ=100 (The mean is 10)

HA:  μ > 100 (The mean is greater than 100)

We use the following formula to find the test statistic:

We use the test statistic to find the p-value. You can use an online calculator, like this one:

https://goodcalculators.com/p-value-calculator/

The p-value type is right tailed when the alternative hypothesis uses > or ≥, left tailed when 

the alternative hypothesis uses < or ≤, and two tailed when the alternative hypothesis uses ≠.

Our p-value using a z-score of 4.56 and a right tailed test is 0.0000026.

 

Hypothesis test
example

https://goodcalculators.com/p-value-calculator/


We come to a conclusion by comparing our p-value to our ⍺ value. In this 

case, 

the p-value < ⍺, since 0.0000026 < 0.05.

When the p-value is less than alpha, we reject the null hypothesis. We 

have enough evidence to conclude that the mean IQ is greater than 100.

 

Hypothesis test
example continued



We use different formulas for the test statistic, depending on 
if we are testing for a mean or a proportion, and depending on 
whether the standard deviation is known. Refer to the 
following table. 

Test statistic 
formulas



Two types of errors can result from a hypothesis test:
● Type I error: A Type I error occurs when the 

researcher rejects a null hypothesis when it is true.

● Type II error: A Type II error occurs when the 
researcher fails to reject a null hypothesis that is 
false.

 

Type I and Type II 
Errors



Probability



Permutations – the number of different ways that r objects picked out of n 

objects can be ordered

Example: A code have 4 digits in a specific order, the digits are between 0-9. How 

many different permutations are there if one digit may only be used once?

Answer: There are 5040 different lock combinations for a 4 digit passcode.

Combinations – the number of different groups of r objects that can be picked 

out of n objects. Order does not matter. 

Example: 2 students out of a group of 5 will be picked to do a presentation. How 

many possible unique pairs of presenters are there?

Answer: There are 10 different possible pairs of presenters.

Permutation & 
Combination



Set Theory 
Notations

Source: https://www.mathsisfun.com/sets/symbols.html



Union of two sets  (             ):

a set of all elements that are in A 

or in B (possibly both).

Set operations Intersection of two sets (             ):

A set of elements that are in both A 

and B

Complement of a set (      or     ):

the set of all elements that are in 

the universal set but are not in A

Difference of two sets (             ):

a set of all elements that are in A 

but not in B

Universal set (     or    ): the set of all elements under consideration

Disjointed / Mutually exclusive: if two sets do not have any shared elements 



Independent events – events whose probability of occurring is not affected by 

another event’s chances of happening

Examples: 

- Coin toss

- Getting a parking ticket and running out of milk

Dependent events – When two events are dependent events, one event influences 

the probability of another event

Examples:

- Being late to work and being reprimanded by your boss

- Parking illegally and getting a parking ticket

If two events A and B are independent, then the probability of both A and B 

happening is

If two events A and B are dependent, then the probability of both A and B 

happening is

(more info about conditional probability is available at the end of the subsection)

Independent / 
Dependent 
Events



Mutually exclusive – two or more events that cannot happen simultaneously.

Examples:

- Turning left and right in 1 intersection

- Getting heads and tails in 1 coin toss

- Running forwards and backwards at the same time

If two events A and B are mutually exclusive, then the probability of both A 

and B happening is

Mutually 
Exclusive



Sampling with replacement – when an element of the set can be chosen 

more than once (element is returned to the set after being chosen)

Example: We have a box of 5 red, 2 yellow and 3 green balls. A ball is chosen at 

random, and then it is returned before a second ball is chosen. What is the 

probability that a red ball is chosen both times?

A = red is chosen in first pick; B = red is chosen in second pick

Answer: the probability that a red ball is chosen both times with replacement is 

1/4

Sampling



Sampling without replacement – when an element of the set cannot be 

chosen more than once (element is not returned to the set after being chosen)

Example: We have a box of 5 red, 2 yellow and 3 green balls. A ball is chosen at 

random, put away and a second ball is chosen from the box. What is the 

probability that a red ball is chosen both times?

Total # of balls before 1st pick = 10; Total # of balls before 2nd pick = 9

Total # of red balls before 1st pick = 5; Total # of red balls before 2nd pick = 4

A = red is chosen in first pick; B = red is chosen in second pick

Answer: the probability that a red ball is chosen both times without 

replacement is 2/9

Sampling



The probability that either event A or event B happening is:

If A and B are independent, then

Since                              for independent events

Example:

The probability that it rains on Monday is 30% and on Tuesday is 40%. The 

probability that it rains on both days is 25%. What is the probability that it 

rained on either Monday or Tuesday?

A = it rains on Monday; B = it rains on Tuesday

P(A) = 0.3; P(B) = 0.4; P(A and B) = 0.25

Answer: there is a 45% chance that it rains on either Monday or Tuesday.

Addition Rule



Conditional probability, noted as                 , is the probability of event A 

happening given that event B has happened.

Bayes Rule:

If A and B are independent, then

Example:

The probability that it rains on Monday is 30% and on Tuesday is 40%. If it rains 

on Monday, then the probability that it rains on Tuesday increased to 50%. 

What is the probability that it rained on Monday, given that it rains on Tuesday?

A = it rains on Monday; B = it rains on Tuesday

P(A) = 0.3; P(B) = 0.4; P(B|A) = 0.5

Answer: there is a 37.5% chance that it rained on Monday.

Conditional 
Probability


